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Speaker

� David Watson (UK)

� 12 years managed services industry and consultancy

� Solaris, IP Networking, Firewalls, PenTest background

� Led the UK Honeynet Project since 2003

� Research Alliance Steering Committee member

� Developed bootable system prototypes, Honeystick, 
version 0.x of Honeysnap analysis tool and co-authored 

“KYE: Phishing”

� GDH lead developer & project manager

� Director of open source consultancy Isotoma Ltd.
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GDH: Global Distributed Honeynet

� Introduction and background

� Architecture and deployments

� Network operations

� Data collected and example findings

� Conclusions and common questions

� The future
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GDH Phase One: 

Introduction and Background
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The Honeynet Project

� Volunteer open source computer security 
research organisation since 1999

� Goal: ¨learn the tools, tactics and motives 
involved in computer and network attacks, 
and share the lessons learned¨

� Publishes ¨Know Your Enemy¨ (KYE) white 
papers on current research topics

� Tools freely available for download

� Regular member activity status reports

http://www.honeynet.org
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Honeynet Project Technologies

� Key concepts: honeypots, honeynets, low/high 

interaction, data control and data capture

� GenIII Honeywall: transparent layer 2 bridge, 

iptables firewall, connection counting and rate 
limiting, snort, tcpdump, p0f, snort_inline, 

argus/netflow, hflow, walleye

� Sebek: covertly monitor and export honeypot system 

call data via rootkit-style kernel module or patch. 

Captures attacker keystrokes and files

� Nepenthes: Low interaction honeypot that emulates 

known vulnerabilities to harvest malware samples
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Research Alliance (22 members)

http://www.honeynet.org/alliance/index.html
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Research Alliance Activity In 2006

� Random local deployments of low and high 

interaction honeynets per Alliance group

� Eurecom / Leurre.com and Brazilian distributed low 

interaction honeyd honeypots (~50 and ~25 nodes)

� Malware collection through ~25 Nepenthes sensors, 

from single IP addresses to /17 network (100,000+ 

unique binaries collected since April 2006) 

� Many different individual research activities

� Lack of cross-Alliance group research, shared data 

and tool development
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GDH Phase One: Goals

� Deploy more high interaction honeynets globally

� Standardise configurations

� Automate deployment and management processes

� Centrally collect pcap data (current infrastructure)

� Improve distributed data analysis capabilities

� Encourage greater Research Alliance participation

� Provide test bed for next-gen distributed technology 
and data analysis tools, processes and research
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GDH Phase One: Timeline

� September 2006 Proposal

� October 2006 Planning and initiation

� Nov/Dec 2006 Development

� Dec/Jan 2007 Beta test deployments

� Jan-Mar 2007 Deployments

� Mar-May 2007 Data collection

� Jun/July 2007 Results analysis
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GDH Phase One: Timeline
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GDH Phase One: 

Architecture and Deployment
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GDH: Participation

� Hardware requirements: 

� Dedicated modern Intel x86 PC/Server 

� 1GB+ physical RAM (2GB preferred)

� 4+ static unfiltered public IP addresses

� DVD drive plus floppy/USB device

� Willingness to allow remote management 

and daily data collection 

� Willingness to share data with other GDH 

participants within the Honeynet Project
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GDH: License Agreement

� Participant owns their data

� Honeynet Project owns the data collection

� Participant has right to use all collected 
data whilst their GDH node remains active

� Requires Honeynet Project prior approval 
and credit for any published research

� Participant can only release analysis of 
collected data, not the raw data itself

� Honeynet Project won’t release raw data
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GDH: Node Installation 1

� Enter network configuration information to generate 
custom configuration files and ISO image for download

� Boot ISO on base platform with automatically generated 
custom configuration files available on floppy or USB 
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GDH: Node Installation 2

� Fully automated Kickstart 
based installation of 
Fedora Core 6

� Minimised base platform
hardened with iptables 
and SELinux

� Public key authentication

� Standard open source 
systems management, 
logging and monitoring

� NTP synchronisation

� VMWare Server provides 
virtualisation environment
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GDH: Node Installation 3

� Post install task automatically 
performs all required localised 
customisation, including 
modification and registration 
of honeypot guest OS disk 
images

� Provides local graphical 
desktop running VMWare 
Server Console on login.

� Remote VMWare Console, 
SSH and HTTPS access for 
Honeywall Walleye GUI
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GDH Nodes: 

Network Architecture

� All network elements present on each GDH node

� Single Internet-connected physical NIC for each 
GDH node base platform

� Multiple VMWare-based virtual networks

� VMWare bridging or Honeywall kernel level bridging 
between virtual networks

� Virtual Honeywall for data capture and control

� Virtual Nepenthes sensor for malware collection

� One or more honeypot virtual machine (VM) guests
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GDH: Network Architecture

� Star network model with many GDH nodes to 
one central GDH data server (Kanga)

� Internet based secure remote management of 
each GDH node (cssh)

� Automated daily data uploads each night:

Honeywall = pcap data (tcpdump), snort text logs

Nepenthes = binary samples, kojoney text logs

� Web based operations and reporting via central 
GDH data server (Kanga)
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GDH: Additional Honeypots

� Beta tested with minimal configuration        
(initial ISO download size is reduced)

� Deployed virtual honeypots can easily be 
snapshotted, updated or replaced

� Additional virtual honeypots can be tested 
locally then pushed out centrally to all GDH 
nodes using rsync over SSH

� Automatic local VM customisation scripts for 
registration and booting without local user 
intervention

� Well suited for quickly investigating new attacks
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GDH: Network Operations
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GDH: Node Availability

� Important to know what 
honeypots are deployed, 
where and when

� Measure base platform 
availability and performance 
via standard host monitoring 
(also reporting and alerting)

� Regularly poll vmware-cmd 
to test for running VMs

� Search uploaded pcap data 
for Sebek heart beat packets 
generated by live high 
interaction honeypots
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GDH: Web Reporting

� Definitely functional rather 
than visually rich GUI!

� Access restricted to GDH 
participants only

� Parent directory per 
report type

� Sub-folders per GDH 
node / host / date / set

� Content updated with 
output from overnight 
automated data analysis 
processing jobs

� Human analysts also add
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GDH: Operational Blog

� Handler’s diary style 

commentary

� Updated at least daily

� Human generated 
summaries of 

automated reporting

� 300 categorized posts 

during GDH Phase One

� Secure RSS feed for 

GDH participants
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GDH: Operational Blog

� Dynamic blog timeline 

� Category colouring

� Hyperlinked content

� User comment trails

� Detailed discussions 
supported by encrypted 
operational mailing list 

and non-encrypted 
internal mailing list
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GDH: Blog Timeline Exporting

(compromise of Linux honeypot in Chicago and subsequent Romanian IRC activity)

Blog Timeline for Incident 0005 (CHA) 
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GDH: Honeysnap Reporting 1

� Offline batch mode 
processing of daily 
pcap data uploads

� One text report 
produced per GDH 

node per day

� Per-honeypot reporting

� Protocol types, packet 
counts, data size, etc
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GDH: Honeysnap Reporting 2

� Extracts data by service

� Identification of IRC 

traffic on arbitrary ports

� Top IRC commands, 

unique sources, top 
targets, channels, 

talkers, keywords, etc

� Attempt to spot botnets 
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GDH: Honeysnap Reporting 3

� Downloaded files extracted

� Web request log generated

� Checksums

� Basic type identification
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GDH: Honeysnap Reporting 4

� Honeypot keystroke and attacker session 

extraction (Sebek)
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GDH: Honeysnap Development

� Development of database version of 

honeysnap is ongoing (but public)

� Database schema version 1.0 complete

� Python + SQLAlchemy ORM (for cross DB 

compatibility)

� Data loader parses PCAP data only once 

� Querying via python or PHP user interfaces

� New web based reporting and analysis tools
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GDH: Honeysnap_db Example 1

Honeysnap IRC explorer web interface:
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GDH: Honeysnap_db SQL

� Library of standard SQL queries for Honeysnap_db:
� Count flows / packets / bytes from honeypot / honeynet / all 

nodes

� Largest flows by packets / bytes from honeypot / honeynet / 
all nodes

� Unique source IP / domain / country / ASN by honeypot / 
honeynet / all nodes

� Unique IP protocol / ports by honeypot / honeynet / all nodes

� Top attacking source IP / domain / country / ASN by honeypot 
/ honeynet / all nodes, ranked by flows / packets / bytes

� Unique source IP addresses seen by multiple honeypots / 
honeynets

� (SSH brute force attackers, HTTP scanners, etc) seen by 
honeypot / honeynet / all nodes, ranked by source IP / domain 
/ country / ASN / flows / packets / bytes

� Selection by time range
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GDH: Honeysnap_db Example 2

Top SSH brute force attackers by bytes, geo-located:
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GDH: Honeysnap Trending

� Initially based on scraping 
of honeysnap text reports 

� User selection of GDH 
node, port and 
measurement type (flows, 
bytes or packets)

� Charts now dynamically 
generated from 
honeysnap_db

� All major honeysnap 
report fields trended 
except for IRC and 
extracted file downloads
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GDH: Argus Flow Summaries

� Scalability concerns over 
Honeysnap_db flow 

processing required a 
temporary alternative

� Parses pcap files and loads 

Argus flow summaries into 
Postgresql database

� Query dataset using PHP 
dynamic front end 

� Generates Flash graphs for 
management type 

presentations (maani.us)
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GDH: Chaosreader Reporting 1

� Browsable network data reports, including 

shell session replay and file extraction
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GDH: Chaosreader Reporting 2

� Clickable drill-down into session details 

� Example of web application based 

cybercrime botnet (GDH incident 0002)
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GDH: Snort Alert Analysis

� Standard text and 
graphical reporting

� Attacks by type, ports, 
protocols, source, 
hour, day, etc

� Generates per 
honeynet, per day, 
per month and 
combined cross-GDH 
snort event reporting
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GDH: Malware Analysis 1

� Nepenthes samples 

submitted to Norman 

Sandbox, 
CWSandbox and 

Virustotal 

� Automated analysis 

delivered via email

� Results stored in 

DBXML database

� Summarises botnet 

C&Cs, mutexes, etc
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GDH: Malware Analysis 2
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GDH: Additional Reporting

� Kojoney low interaction 
SSH honeypot brute force 
attack summaries

� Geo-location query 
interface (including pre-
resolved set of all unique 
IP addresses seen)

� Compressed PCAP data 
file download

� Raw snort log download

� Free text searching of all 
text based reporting
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GDH: Data Collected 

and Example Incidents
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GDH: Top Level Statistics

� 3 month steady state data collection 

period March – May 2007:

� > 122 GBytes pcap data collected

� > 730 million packets captured

� > 73 million Argus network flows 

� > 301,200 unique source IP addresses

� > 672,800 brute force SSH attacks

� > 1680 unique malware samples

� 300 page GDH Phase One status report
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GDH: PCAP Data Volumes

3,705,950122,296,363
TOTAL
KBYTES

10,498,26331,494,788023,806,0527,688,736ukdhw01

369,8111,109,432296,712528,860283,860ukahw01

2,503,0887,509,264173,384161,7647,174,116phbhw01

434,7031,304,108360,608424,160519,340phahw01

6,848,78120,546,3445,706,9887,949,9686,889,388nzahw01

88,577265,732115,868149,8640ncahw01

8,028,17724,084,53237219,904,1484,180,012mxahw01

235,193705,58076,080207,308422,192hpdhw01

142,616427,84897,416152,892177,540gtahw01

597,4471,792,340580,528892,016319,796cnahw01

827,4352,482,304472,9841,885,036124,284chahw01

AverageTotalMayAprilMarchHoneywall
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GDH: Sample Data Summaries 1

Packets per month per honeynet
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GDH: Sample Data Summaries 2

Ratio of flows per honeynet per day
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GDH: Sample Data Summaries 3

Total IRC activity per day per honeynet

0

20,000

40,000

60,000

80,000

100,000

120,000

140,000

160,000

180,000

200,000

0
1
/0
3
/2
0
0
7

0
5
/0
3
/2
0
0
7

0
9
/0
3
/2
0
0
7

1
4
/0
3
/2
0
0
7

1
8
/0
3
/2
0
0
7

2
2
/0
3
/2
0
0
7

2
6
/0
3
/2
0
0
7

3
0
/0
3
/2
0
0
7

0
3
/0
4
/2
0
0
7

0
7
/0
4
/2
0
0
7

1
1
/0
4
/2
0
0
7

1
5
/0
4
/2
0
0
7

1
9
/0
4
/2
0
0
7

2
3
/0
4
/2
0
0
7

2
7
/0
4
/2
0
0
7

0
1
/0
5
/2
0
0
7

0
5
/0
5
/2
0
0
7

0
9
/0
5
/2
0
0
7

1
3
/0
5
/2
0
0
7

1
7
/0
5
/2
0
0
7

2
1
/0
5
/2
0
0
7

2
5
/0
5
/2
0
0
7

2
9
/0
5
/2
0
0
7

UKD

CNA

CHA

HPD

MXA

NZA

PHB

PHA

Sebek activity MXA FC3_Server1 honeypot per day (log)

1

10

100

1000

0
1
/0

3
/2

0
0
7

0
3
/0

3
/2

0
0
7

0
5
/0

3
/2

0
0
7

0
7
/0

3
/2

0
0
7

0
9
/0

3
/2

0
0
7

1
1
/0

3
/2

0
0
7

1
3
/0

3
/2

0
0
7

1
5
/0

3
/2

0
0
7

1
7
/0

3
/2

0
0
7

1
9
/0

3
/2

0
0
7

2
1
/0

3
/2

0
0
7

2
3
/0

3
/2

0
0
7

2
5
/0

3
/2

0
0
7

2
7
/0

3
/2

0
0
7

2
9
/0

3
/2

0
0
7

3
1
/0

3
/2

0
0
7

0
2
/0

4
/2

0
0
7

0
4
/0

4
/2

0
0
7

0
6
/0

4
/2

0
0
7

0
8
/0

4
/2

0
0
7

1
0
/0

4
/2

0
0
7

1
2
/0

4
/2

0
0
7

1
4
/0

4
/2

0
0
7

1
6
/0

4
/2

0
0
7

1
8
/0

4
/2

0
0
7

2
0
/0

4
/2

0
0
7

2
2
/0

4
/2

0
0
7

S
e
b

e
k
 l
o

g
 l
in

e
s
 (
lo

g
)



David Watson (david@honeynet.org.uk) 51

GDH: Major Incidents

SSH, Romanian IRC botCNA31/May/0715/Apr/070006

Romanian Cablelink + Steam, IRC botCHA31/May/0703/Apr/070005

Romanian SSH brute force compromise, toolkitPHA03/Aprl/0729/Mar/070004

Warez, mass scanning, phishing, UnrealMXA01/May/0703/Apr/070003

Polish cyber crime botnet, DDoSedHPD26/Apr/0704/Feb/070002

Brazilian web application DDoS botnetUKD+NZA31/May/0716/Jan/070001

Description Node End Date Start Date Incident ID 
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GDH: Example Incident 1

� Vulnerable awstats web application deployed on 

Fedora Core 3 Server honeypot

� Evidence of mass scanning detected by multiple 

GDH nodes (UKD and NZA) on Jan 14th, Hong Kong

� Brazilian attacker returned 24 hours later and 

compromised both servers within one 3 minute period

� a
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� Victims were a wide range of corporate and academic systems 

(~600 other hosts joined C&C channel in same period)

� Cross platform web application botnet                           

(Linux / FreeBSD / OpenBSD / Solaris / MacOS)

� Bots used for UDP based DDoS attacks against Brazilian 

targets (GDH honeypots silently log and drop outgoing attacks)

� Attackers also searching for Opteron and Xeon CPUs for brute 

force cracking activity. Wide variety of hacking in IRC logs

� Witnessed Botmaster ‘training’ and DDoS battles between rival 

individuals or groups over period of five months

GDH: Example Incident 2
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(compromise of Linux honeypots in UK and New Zealand and subsequent web botnet activity)

Blog Timeline for Incident 0001 (NZA/UKD) 
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� Analysis of honeysnap_db flow data to determine if any 
unique IP addresses were seen by multiple GDH nodes

� Not all eleven GDH nodes were live for entire data 
collection period but:

� 4 unique IPs seen by all 11 nodes
� 7 unique IPs seen by 10 nodes

� 12 unique IPs seen by 9 nodes
� Top source was US based (fastcolocation.net), but 

others mostly Chinese, which was surprising

� Traffic identified as Windows desktop message pop-up 
spam and MS-SQL Slammer attacks

� Spam payload analysed to determine products or sites 
being promoted via Windows UDP pop-ups

GDH: Example Distributed Analysis 1
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� Not

� Software being promoted by Chinese 
sources/bullet proof servers or 
compromised zombie PCs on Chinese 
address space 

� Excellent input data for client honeypot 
crawling and subsequent malware 
analysis

� Also query tor nodes, RBN, black lists

GDH: Example Distributed Analysis 2
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GDH: SSH Brute Force Attacks

Frequency distribution of the top 25 brute forced usernames
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Commonality between Nepenthes 

malware samples and honeynets
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GDH: Nepenthes Malware Analysis

Unique Nepenthes malware samples per day
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GDH: Nepenthes Malware Analysis

Nepenthes: Top 25 file types as 

reported by Clam AV (log)
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GDH Phase One: Conclusions 

and Common Questions
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GDH: Conclusions

� GDH Phase One demonstrated our ability to 
successfully deploy and operate distributed, 

standardised honeynets using current tools

� However, technology and operational processes are 
clearly at different phases in their lifecycles:

Honeynet Infrastructure

Data Analysis

Attack Profiling
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Time
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GDH: Honeynet Infrastructure

� Lots of time and resources spent on making 
honeynet technology easier to build and deploy 

� Current GDH infrastructure is adequate for 
distributed high interaction research projects

� Most infrastructure issues encountered were 
logistical and not technical

� Depending on volunteers with random 
hardware/networks and associated regional 
bureaucracy makes for erratic deployment plans!

� Scaling GDH data collection mostly depends upon 
availability of adequate resources
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GDH: Data Analysis

� Data Analysis predominately based on post-
processing data using a discrete sets of tactical tools

� Current approach is still very time and resource 
intensive and doesn’t scale well

� Increased automation of data processing is essential 
in enabling greater analyst efficiency

� Much more integration is needed to extract full value 
from the honeynet data sets currently available

� Lack of automated mapping of attacker source IP 
address to Sebek keystrokes remains a major issue

� Data analysis bottleneck is primary challenge for 2008
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GDH: Attack Profiling

� Very limited development of tools and techniques

� Perhaps because many people involved work in the 
network security industry, not the social sciences! ☺

� Unusual to see comprehensive attacker profiling

� Have achieved success to date in improving our 
understanding of blackhat community – their 

activities, motivation, tools and techniques

� Could still do better

� Spend less time manually reviewing logs and more 
time performing interesting analysis, researching 

attackers and defending our networks
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GDH: Honeynet CSI?

� Much richer set of data analysis tools required

� We need a Honeynet “CSI” capability:

Finger prints, voice analysis, DNA markers, tyre 
tracks, known attacker MOs, aliases/nicknames, 
weapon signatures, ballistics, bugs, image recognition 
and enhancement, anomaly detection, etc

� Match equivalent digital evidence and profile attackers 

� Automatically analyse extracted session data 

� Increased awareness of content and context in tools

� Cross referencing of incident data for correlation 
against historical forensic databases

� Develop standard profiling approach and processes
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GDH: Challenges

� High levels of operational and development man 
power required by volunteer organisation

� Risk of attacks against virtualisation environment

� Timely analysis of incidents often difficult

� Length of KYE publishing cycle and format

� Balancing publication of research and funding 
opportunities with privacy and intellectual 
property concerns from node hosting participants

� Issues of trust when sharing data           
(especially with external organisations)

� Usual honeynet risks and victim follow-ups
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GDH: Common Questions 1

� It’s a big IPv4 world and this is a small honeynet 
– is this type of research really that relevant?

� A FC3 honeypot? Dude – seriously!

� Awstats, brute forcing SSH, yawn – I want to 
see some l33t 0day attacks…

� Aren’t all the cool cats doing client honeypots 
and decoding malicious javascript these days?

� Where are standard deviations, Levenstein 
distances and K-means? Give us some science!
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GDH: The Future
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GDH: Phase Two?

� Maximise deployment efficiency through 
standardisation (HoneyMacs or Honeyfarms?)

� Continuously operate a global network of both low 
and high interaction distributed honeynets, based on 
current honeynet technology

� Make data available to all Honeynet Project members

� Establish a GDH analyst team to help handle the 
increasing volume of incidents

� Deploy a larger range of honeypots (VM library)

� Regular honeypot rotation (targeted research)
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GDH: Phase Two?

� Consolidate, integrate and improve our existing 
distributed data analysis capabilities

� Add malware collection analysis, snort alerts and 
content rich honeysnap data query support 
(extracted files, IRC data, etc) to dynamic reporting

� Investigate dynamic timeline based reporting  

� Keep the operational feedback loop active

� Provide a test bed for current honeynet technology 

� Publish interesting and more timely research

� Demonstrate significant progress during 2008
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Any Questions?
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